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Workflow

When using Si3-NG-S3 the normal deduplication algorithm will be applied to the back data stream in 
memory of the RDS. The mathematical shifting window process generates chunks of variable block size with 
a maximum of 128kB per chunk.

Each chunk yields to a hash value which will be mapped to the hash directory. If this hash is already listed 
only a pointer will be set and no data chunk has to be transmitted.

This meta data will be kept locally in a directory which will be specified during the SEP Si3-NG-S3 DataStore 
configuration. In this directory also the chunks will be collected for transmission via S3 in dedicated con-
tainer files until one of several predefined thresholds are going to trigger the data transmission. All chunks 
are compressed and normally the amount of intermediate local data will not exceed 130 MB. However in 
rare and temporary cases it could be possible that this limit will be exceeded when having a lot of parallel 
streams during the initial seed phase. Hence some storage buffer is recommended. The amount of meta data 
being in the range of some 100kB is not relevant.

Purging of an Si3-NG-S3 works similar to Si3-NG which means that after a certain amount of chunks are 
orphaned and marked for deletion the chunks are reorganized and obsolete container files will be deleted 
via the respective S3 API command.

Generally we only use a few basic S3 API calls (upload, download, delete) to ensure best compatibility with 
all S3 targets.

As the connection to S3 is based on https, the connection is securely encrypted. 
However, encryption of the data itself is still work in progress and will be release later this year.

Recommendations in which concept backup or replication to an S3 cloud via WAN could be a valuable option 
are very difficult to define. They are highly depending on the individual configuration and preconditions e.g.

• Amount of backup data before deduplication (-> Frontend data)
• Amount of data after deduplication (-> dedupe ratio)
• Amount of logical data (-> how often backup the same data)
• Change rate (-> how many new chunks)
• Type of data (-> File, DB, compressed, encrypted etc.)
• RTO for restore

Be aware that by applying the Si3-NG deduplication algorithm also the same requirements and limitations 
have to be applied. These are described and kept up to date in our Wiki

https://wiki.sepsoftware.com/wiki/index.php/SEP_sesam_Requirements#hardware
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Disaster Recovery Scenarios

The DR scenarios described in this chapter in fact are rather generic because the S3 backup target could 
always be replaced by just any location with a standard Si3-NG replication. The advantage of an S3 target is 
that you can transfer your data to a different location (cloud) while having a pure local infrastructure.

When talking about DR you have to consider two categories:
 With and without outage of your Backup Server

Category 1: Backup Server not affected
1. Outage of your primary data storage or backup storage

Just replicate or restore your data from the cloud.

2. Outage of location A with Backup Server in the cloud

This scenario is not very complicated as an RDS does not have a lot of metadata stored locally. Only for the 
S3 DataStore. Hence you can simply install the SEP package on the new RDS hardware, configure the same 
IP address and rrestore the meta data of the S3 DataStore. Then trigger the back-replication from the Backup 
Server which survived on the infrastructure from the cloud.
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3. Outage of location A with RDS

This scenario is not very complicated as an RDS does not have a lot of metadata stored locally. Only for the 
S3 DataStore. Hence you can simply install the SEP package on the new RDS hardware, configure the same 
IP address and rrestore the meta data of the S3 DataStore. Then trigger the back-replication from the Backup 
Server which survived on the infrastructure from the cloud.
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Category 2: Backup Server out of order

These scenarios require a DR of the Backup Server. This is a well-defined but essential manual process which 
need a little bit of preparation upfront.
It is clearly described in our Wiki:

4. Outage of location A

You have to setup your complete infrastructure from scratch.
• DR of your backup server
• Restore your data from the cloud

5. Outage of location A

For a faster replacement of location A and to provide a temporary working environment in the cloud it is 
possible to 
• setup your Backup Server via DR in the cloud infrastructure
• ensure access to the backup data on S3
• restore all VMs in the cloud
• or in case of VMware do an Instant Recovery of all VMs

https://wiki.sep.de/wiki/index.php/SEP_sesam_Server_Disaster_Recovery
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Performance

It is important to state that during a restore the backup data will be transferred from S3 to local in dedupli-
cated form and rehydrated locally to ensure that performance for backup and restore will not differ too much 
and that bandwidth will not act as an even increasing bottleneck for restore.

As Si3-NG-S3 is 100% based on the Si3-NG algorithm essentially the same performance values are applica-
ble. 

Benchmarks have shown that Si3-NG performance is comparable to the performance of a plain DataStore. 
And therefore, with S3 we have reached the same results when using local S3 object storage. 

However, you can imagine that the network is playing the most important limiting role. Providing more 
hardware resources like CPU and RAM can increase the performance but bandwidth especially when using 
S3 public cloud via WAN will in most cases be the limiting factor. To be able to estimate your performance, 
you need a deeper understanding of how deduplication works. As an example, in case of no new chunks 
have to be transmitted this means that only meta data has to be changed which is saved locally and backup 
performance will be really high.

Here are just some figures as an average from our benchmark tests meant as a rough guideline without any 
guarantee:
•	 system ‘dd’ as a baseline for the performance capabilities of your system
•	 -10% to write to a plain DataStore (block device)
•	 -20% to write to an Si3-NG DataStore or Si3-NG-S3 local object storage
•	 -30%+ to write to a Si3-NG-S3 cloud storage

These figures could vary significantly according to
•	 Action type: backup or restore
•	 Connection of disk storage / bandwidth
•	 IOPS of disk storage
•	 Deduplication ratio
•	 Number of parallel backups
•	 Workload on your Backup Server/RDS



Certifications

This list is only a snapshot of today and will definitely grow over time.
But even if we did not test or certify a specific S3 provider explicitly we claim that any S3 interface should 
work properly with SEP sesam.
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